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Deep neural networks (DNNs) are brilliant at
recognition — but they can be easily hacked
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Deep Learning in Traffic Perception

Vulnerabilities of Current Systems
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Why deep-learning Als are so easy to fool

12 1o fix the flaws of neural networks.
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—{ Challenges for trusted perception method ]
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« Adversarial attack : Introduction of Adversarial Examples

[ Concept mtroduced:Iy[z(]Dhrlstlan Szegedy et |—>| Adding subtle perturbations to input data

min || Xagy =X |[,8.6.F (Xaav) # ¥ [ Model outputs incorrect results with high confidence

[2] Szegedy C, Zaremba W,
Sutskever I, Bruna, J, Erhan,
D, Goodfellow, I, Fergus R.

adversarial
perturbation

Intriguing properties of

neural networks. Computer
88% tabby cat 999% guacarﬁfﬂe | Science. 2013:1-10.

An example of an adversarial attack
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» Adversarial attack on traffic sign recognition systems

Attacking roadside signs

Physical directly without system
adversarial attack intrusion.

———————
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| Malware I Image : Network hijacking |

Digital adversarial | v =" v :

attack : | . - |
| I . . . .
| IEnwonmemai | _Deploylng dlgltgl atta_cks requires
: Embedded | pergetin image. | internal system intrusion, making it
I perception system | ) v | manipulation : Cha”englng tO aCh|eve
| Malicious plugin i = | Network hijacking I
\ attack / \ attack ,
N - e - - - Incorrect e

decision-making

+ Physical adversarial attack is of more practical relevance.
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+ Different forms of physical adversarial examples

Model Physical Dynamics by Sampling 8 8 ¢ Output SLTE"ETD h;‘f:h Adversarial Camouflage Attack Aiue Eranele; wa e P YOLO WS
from Distribution o A, © 45 F Y .5 @ e, o7 Prediction
folz) s == . :  Bounding Box
> .
/ A5 Target 18 argetDNN - 6 ‘ . ~h i—)
' @ : . ' T h 4 4! " = : @ 3y @ @
i Stationary + Drive-By Testing l < PR @
> A —
l aTr . a l r l Attack Vectors Optimization
SI0 n S [Final loss: | o SN A $-BBOX and M-BBOX
: : e T @ @ @ o || mom
-+ RP. Mask s P b p= ﬂ).‘%‘-“" + Bounding Box
erturl op Sign Under VS o ) B for & Training
Input Varying Distances/Angles Targot Style e | o ¢
v OO
P s N I S—

Robust Physical Perturbations
(RP2) I3

Adversarial Camouflage
(AdvCam) 4

wrneg

X X

Adversarial Scratchesl®l

Perceptual-sensitive generative Stealthy and Effective Physical-world
adversarial network (PS-GAN)I¢1 | Adversarial Attack (ShadowAttack) [1:

« The diversity of these physical adversarial samples poses challenges for reliable detection
methods. | 8
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» Physical adversarial traffic sign generation method--- DARTS [

1. Original image Attack Pipeline

----------------------------------------------------------- { ke 18) Ground label: Speed limit 30

2.b Resize original Recognition result: Speed limit 80
» image and mask to D

match the neural \¢) /

network’s input size -

2.a Find masK to limit
adversarial perturbation
to sign arcas (Canny edge
detection + Fill holes)
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Blank Sign  Traffic Sign 2.¢ Optimization with random transformation Batch of randomly Recognition result; Speed limit 20
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Ground label: Speed limit 60

Ground label: No pass
Recognition result: Speed limit 20
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Custom  Adversarial

Ground label: No Entry
Recognition result: Speed limit 60

Physical adversarlal traffic signs robust to dlfferent distances and angles in the real world
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+ Our defense pipeline is motivated by the insight to take unsupervised image reconstruction
from a robust/non-robust feature learning perspective.
robust
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» Process of reconstructing with Deep Image » Reconstruction process images of a
Prior(DIP) 1% G is a generator network physical adversarial traffic sign
based on U-Net structure. misclassified as ‘speed limit 50'.
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+ Class distribution of reconstructed images
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phased 0
60 800 1000 1200 . . 600 800 1 0
characteristics
Iterations eration
Iterations:50-150 Iterations:200-400 Iterations700-900 Iterations:50-150 Iterations:200-400 Iterations:700-900
End of speed limit (80km/h) | 0.01 Speed limit (70km/h) speed limit (70km/h) Speed limit (S0km/h) | 0.01 o 0
_u.as Speed limit (50km/h) .0.175 Speed limit (SOkm/h) _
1 Turn left ahead 1 0.03

speed limit (S0km/h) | 0.01
1
Speed limit (30km/h) ] 0.04 i
Vechiles over 3.5... 1 0.04 Speed limit (60km/h) _u.szs Speed limit (60km/h) -°~225
speed limit (70km/h) | . Roundabout mandatory M 0.07

0 02 04 06 08 1 0 02 04 06 08 1 0 0.5 1 0 02 04 06 08 1

> Class distribution of the clean traffic sign 'speed limit > Class distribution of adversarial traffic sign ' Speed limit(60km/h)’
(70km/h)" during reconstruction. misclassified as 'Speed limit(50km/h)' during reconstruction.

» These figures indicate the significant difference of class distribution of classifier between clean and
physical adversarial traffic signs during the process of image reconstruction. 12
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« Our defense pipeline based on deep image prior method, C is the victim classifier trained

on the GTSRB dataset,

Image reconstruction

Ideal robust stage

achieving the best accuracy of 98.70% on the test set.

Adversarial detection

N % Trusted sign %—

Decision
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+ Success rate of correctly classify traffic signs under different defense methods. our
defense approach demonstrated better performance against physical adversarial traffic

signs. - /G\%Y %X/G\
CycleGAN 11 \F/ \F/

.// \

Defense method : g o o
] ] Physical adversarial traffic signs Clean traffic signs
/input images

Jpeg 0 1.0

CycleGAN 0.21 0.89

Median filter 0.40 1.0

Bilateral filter 0.60 1.0

Our dip-based method 0.84 0.97

I

I a,/a, 150 175 200 225 250
400 0.82 0.84 0.84 0.82 0.76
500 0.79 0.81 0.81 0.78 0.72
600 0.78 0.79 0.80 0.77 0.73

Effect of stage division parameters selection on defense success rate.
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- Attempts at other types of physical adversarial traffic signs.

Class before defend: * Yield Class before defend: 'speed limit 120” Class before defend: "Ahead only’
Defend result: Suspicious sign Defend result: Suspicious sign Defend result: Suspicious sign

Ideal robust stage:Speed limit (30km/h)

Transition stage:Speed limit (S0km/h)

Non-robust stage:Speed limit (S0km/h)

0 0.2 0.4 0.6 08 1 1.2

Defense on adversarial signs generated based on out-of-distribution
attacks and shadow.
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Conclusion
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Defense method against physical adversarial traffic signs

v' Based on the inherent priors of traffic signs, we propose an effective defense method for
classifiers against physical adversarial traffic signs. This approach is easily deployable and
serves to address the existing research gap in physical adversarial defense methods.

Unsupervised defense strategy based on image reconstruction

v' By leveraging the decision consistency of the classifier across different reconstruction
stages, our method operates without the need for training data and advanced training.

Conduct extensive testing to assess the generalization capability

v We conduct extensive testing to assess the generalization capability of our method in
handling various types of physical adversarial traffic signs present in real-world scenarios.
The results demonstrate that our method exhibits a certain degree of defensive
effectiveness against diverse types of physical adversarial traffic signs.
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Thank you for your attention!

Trusted Perception Method for Traffic Signs That Are Physically Attacked

Speaker: Qunyao Tan Email : tqyao@tongji.edu.cn

You can scan the code through Wechat.
We will post team updates in time.
We wholeheartedly welcome the exchange with you.




